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� Alternative computing: approaches in research
� DNA-, Quantum-, Biocomputation

� Computational complexity: basics in mathematics & data sciences
� NP-complete Problems

� travelling salesman (TSP), subset sum (SSP), exact cover (EXCOV)

� Biocomputation hardware: technical foundations
� Construction, requirements, functional elements (programming)

� Sub-microchannels, agents and motor proteins, error-free crossings, mark-
ing and detection

� Approaches to fabrication spanning scales (from nano to macro)

� Electronbeamlithography and systems-integration

� Biocomputation in action: solutions and outlook 

BIOCOMPUTATION –
AN ALTERNATIVE APPROACH IN COMPUTATION

Agenda
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Alternative Computing
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� Use as
 � Programmable modules to solve mathematical problems

 � Storage (six grams [= 0,006 kg] of DNA do theoretically have a storage capacity of
       3072 EiB = 3 ZiB [Zettabyte ~ 3,072 * 10^21 byte])
� Idea:

� logic gates are made from DNA- and RNA-molecules (bases)

� massively parallel calculations of about 1018 operations/second (commercial computer 1016)

� "DNA-Origami" – self-assembled DNA scaffolds are positioned on surfaces
� nanoscaled circuits and devices

� Tractable problems:

� simple variant of the "travelling salesman"-problem

� simple mathematical problems (TT-100)

DNA-Computing – calculating with heritage molecules



© Bio4Comp 

5

� Use as CPU 

� Idea:

� Superposition principle:

� Superposition of the states 0 and 1 exist at the same time – no longer classically only 0 and 1

� N Qubit = 2N bit (currently about 50 to 70 qubits realised)

� Massively parallel (quantumgates calculate simultaneously)

� Tractable problems:

� Prime factorization = cryptography 1024 steps KL 1010 steps QM

� Optimization tasks for database searches (economy, logistics)

� Simulations (finding novel chemical substances, for e.g. biotechnology or medicine;
or finding novel materials, e.g. novel accumulators)

Quantum-Computing – calculating with states

1

0
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� Use as

� Programmable modules for solving mathematical problems

� Storage and manipulation of data analogous to processes in the human body

� Idea:

� Based on biological molecules or bacteria (partly with molecular labels, e.g. DNA, quantum dots)

� The problem is being coded into the nanoscaled network (semiconductor nanotechnology) as

      cross-junctions and pass-junctions

� Physical guiding and biochemical propelling moves agents through network thereby solving

      problems

� Tractable problems:

� Satisfiablity problem, SAT

� Exact-cover problem, EXCOV

� Subset-sum problem, SSP & travelling salesman problem

BioComputing – molecules under way
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Computational complexity
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Computational Complexity

Tractability

Problem, instance, algorithm, runtime NP-complete problems

  Tractable by network-
  based biocomputation

EXKURS
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� Complexity:

� 1. Usage: an algorithm for solving instances of a problem

� The complexity of an algorithm is a measure of how many steps the algo-
rithm will require in the worst case for an instance or input of a given size. 

� 2. Usage: the problem itself

� Problems are classified according to their inherent tractability or intractability 
— that is, whether they are “easy” or “hard” to solve *). This classification 
scheme includes the well-known classes P and NP; the terms “NP-complete” 
and “NP-hard” are related to the class NP.

9

Complexity in Computer Science

Leslie Hall (Johns Hopkins University): „Computational Complexity“, 
Encyclopedia of Operations Research and Management Science, 
Springer, 1996. 

*) Nach Michael R. Garey, David S. Johnson: Computers and Intractability, W. H. Freeman, 1979.
Intractable problems … trudnorešaemye problemy [russisch]
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� Problem: function p that connects an instance x to an answer p(x)

� Abstract description coupled with a question requiring an answer

� Example: Travelling salesman problem, (TSP)

� „Given Graph G with nodes and edges and costs associated with the edges, what is a least-cost closed walk (or
tour) containing each of the nodes exactly once?“

� Instance:

� Exact specification of the problem

� Example: Travelling salesman problem (TSP)

� Graph G contains the nodes 1, 2, 3, 4 and 5 as well as edges
(1,2) with cost 2, the edge (1,5) with cost 6, … etc.

� Size of an instance: scales with the dimensions of the instance (number of nodes and edges) as well as with the
number of bits required to code the numeric information (costs per element of the instance)

10

Complexity in Computer Science
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Leslie Hall (Johns Hopkins University): „Computational Complexity“, 
Encyclopedia of Operations Research and Management Science, 
Springer, 1996. 
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� Solution algorithm of a problem: set of instructions, that result in finding the correct solution
     for all instances of the problem in a finite number of steps 

� for a problem (function) p, an algorithm is a finite procedure, that computes p(x)
for any given instance x (modeling: Turing machine)

� A step can consist of one of the following operations: addition, subtraction,
multiplication, division with finite precision (floating point), comparison of two numbers

� Example: 220 comparisons plus 100 additions = 320 steps for a specific instance of the problem

� Basic question in information theory (-economy): running time
� Big-O notation: given two functions f(t) and g(t) (t … non-negative) then 

f(t) = O [g(t)], if a constant c > 0 exists such that for all sufficiently large t 
f(t) � c � g(t). Thus, the function c � g(t) provides an asymptotic upper bound of f. 
Examples: 100(t²+t) = O(t²); 0,0001 t³ = O[t³] > O[t²]

Complexity in Computer Science

Leslie Hall (Johns Hopkins University): „Computational Complexity“, 
Encyclopedia of Operations Research and Management Science, 
Springer, 1996. 
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� Complexity ~ running time ~ number of steps in the solution algorithm for a certain size of the
     instance of the problem ( = number of bits required to encode the problem)

� Example: Travelling salesman problem, TSP

� Complexity ~ running time ~ number of steps = f( NN[nodes], NE[edges],
SN, E [coding of the cost per element of the instance] )

� An algorithm runs in polynomial time, if the running time f(t) = O[P(t)], where
P(t) = f(NN, NE, SN, E , …) is a polynomial function of the input size.

� Algorithms, that run in polynomial time, are considered efficient.
Problems, for which efficient algorithms exist, are considered easy.

� To establish a formal setting for discussing the tractability of problems, it is important to define

 a class of problems called decision problems (recognition problems): yes/no answer required.

12

Complexity in Computer Science

Leslie Hall (Johns Hopkins University): „Computational Complexity“, 
Encyclopedia of Operations Research and Management Science, 
Springer, 1996. 
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� Optimization problems are not decision problems, but they can have counterparts in the class 
of decision problems.

� Example: if for a Graph G there exists a TSP-path, then the following applies
complexity ~ running time ~ number of steps = f( NN, NE, SN, E) < K

� The tractability of an optimization problem is not much larger than the tractability of the associ-
ated decision problem. The associated algorithm can be translated into a binary search over 
the possible objective function values to solve the optimization problem.

� The class P („polynomial time“) is defined as the set of decision 
problems, for which an efficient (i. e. running in polynomial 
time) solution algorithm exists.

� The class NP („non-deterministic polynomial time“) contains all decision
problems with this property: for a specific instance of the problem 
(„yes“, „no“) there exists an efficient solution algorithm 
(i. e. asymmetry between the instances is possible)

13

Complexity in Computer Science
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Leslie Hall (Johns Hopkins University): „Computational Complexity“, 
Encyclopedia of Operations Research and Management Science, 
Springer, 1996. 
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� If an efficient solution algorithm for each single instance of the associated decision problem
exists, then there exist efficient solution algorithms for all problems
in the class (NP-complete problems)

� Further NP-complete problems (besides the travelling salesman problem, TSP)

� Subset-sum problem, SSP

� Satisfiability problem, SAT

� Exact-cover problem, EXCOV

� NP-complete problems are the
main application area
for network-based
biocomputation (NBC)

14

Complexity in Computer Science

Stephan Mertens, IEEE 2002 (URL https://arxiv.org/abs/cond-mat/0012185).

Leslie Hall (Johns Hopkins University): „Computational Complexity“, 
Encyclopedia of Operations Research and Management Science, 
Springer, 1996. 
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� Challenges for systems integration

 � Nano-structured fluidic channel-systems with biofunctionalisation (molecular motors) for

     mobile agents and integration of elements (e.g error-free and switchable junctions, respectively) 

 � Identification: integration of physical, chemical and biological methods for marking

      (Barcoding, Tagging, Labelling) of the mobile agents (filaments): fluorescence, DNA, spin (etc.)

 � Detection: integration of automatic path-specific read-out of the agents on chip: fluorescence-

      microscope, alternative detection methods (electrical, biochemical, magnetic)

 � Scaling, encapsulation, energy supply, Data: readout, storage, transfer

15

Complexity in Computer Science
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